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ABSTRACT: Photoinduced, interfacial electron injection
and back electron transfer between surface-bound
[RuII(bpy)2(4,4′-(PO3H2)2-bpy)]

2+ and degenerately
doped In2O3:Sn nanoparticles, present in mesoporous
thin films (nanoITO), have been studied as a function of
applied external bias. Due to the metallic behavior of the
nanoITO films, application of an external bias was used to
vary the Fermi level in the oxide and, with it, the driving
force for electron transfer (ΔGo′). By controlling the
external bias, ΔGo′ was varied from 0 to −1.8 eV for
electron injection and from −0.3 to −1.3 eV for back
electron transfer. Analysis of the back electron-transfer
data, obtained from transient absorption measurements,
using Marcus−Gerischer theory gave an experimental
estimate of λ = 0.56 eV for the reorganization energy of
the surface-bound RuIII/II couple in acetonitrile with 0.1 M
LiClO4 electrolyte.

Heterogeneous electron-transfer reactions initiated by
visible light excitation of molecular chromophores surface

bound to wide band gap semiconductor nanoparticles provide
the basis for dye-sensitized solar energy conversion strategies.1−3

For n-type metal oxides such as TiO2, SnO2, and ZnO, electron
injection occurs by electron transfer from a molecular excited
state to the conduction band of the semiconductor with rate
constants typically in the range of 1010−1012 s−1.4−7 Back
electron transfer between the injected electron and oxidized
chromophore is typically orders of magnitude slower, 103−106
s−1.6,8−11 Injection and back electron transfer are illustrated in
eqs 1 and 2 for a generic n-type metal oxide (MOx) and a
prototypical RuII-polypyridyl chromophore. The difference in
time scales for eqs 1 and 2 provides a basis for transient redox
separation and applications in dye-sensitized solar cells and dye-
sensitized photoelectrosynthesis cells.1−3,12−15
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Electron injection into nanostructured metal oxides, moni-
tored by ultrafast transient absorption measurements, has been
shown to be adequately described by Marcus−Gerischer
theory.4,6,16,17 Within this framework, the rate constant for
interfacial electron transfer, dictated by the requirement for
energy conservation, is determined by the energetic overlap of

electronic levels in the semiconductor with the distribution of
activation energies in the reacting molecule.16−19 Similar success
has not been realized for back electron transfer where there is
limited evidence for a free-energy dependence.20−22 Efforts in
this area have been complicated by slow, complex electron-
transfer kinetics at the interface believed to be the result of trap-
state limited electron diffusion through the metal oxide
nanostructures.6,8,9,11,23,24

Here we report the results of an investigation on photoinduced
electron injection and back electron transfer for the surface-
bound chromophore, [RuII(bpy)2(4,4′-(PO3H2)2-bpy)]

2+

(RuP2+: bpy is 2,2′-bipyridine, Figure S2) on mesoporous
In2O3:Sn nanoparticle films (nanoITO) by transient absorption
spectroscopy. The results are novel in taking advantage of the
metallic properties of the degenerately doped transparent
conductive oxide (TCO) nanoparticles to avoid complications
from electron diffusion in the oxide allowing a focus on the
electron-transfer characteristics of a single-site, surface-bound
molecule. Further, doping densities >1020 cm−3 allow for band
bending of only a few nanometers at the nanoparticle surface
such that the Fermi level at the nanoITO/solution interface can
be controlled through an applied external bias.25−27 This has
allowed, heretofore, unprecedented experimental access to the
driving force dependence of interfacial electron transfer for a
single molecular site. The results are interpreted by application of
Marcus−Gerischer theory which provides a direct estimate of the
reorganization energy for the single-site, surface-bound RuIII/II

redox couple.
Thin (3 μm) films of nanoITO were deposited on SnO2:F

(FTO) coated glass by a doctor blade technique from an ITO
nanoparticle (10−20 nm diameter) dispersion. The resulting
films were annealed under two different conditions: (1) 500 °C/
1 h in air (oxidized; nanoITO(ox)) and (2) 500 °C/1 h in air
followed by 300 °C/1 h under H2(5%)/N2 gas flow (reduced;
nanoITO(red)). UV−vis near-IR absorbance spectral compar-
isons between the two materials revealed a noticeable blue shift
in the localized surface plasmon resonance (LSPR) in the near-IR
following the second, reductive annealing step, Figure S2. This
feature has been noted elsewhere and arises from an increase in
electron density for the reduced oxide.27−32 The LSPR feature
could be simulated by application of the standard Drude analysis
giving estimated electron densities ofN = 3.1 and 7.8× 1020 cm−3

for oxidized and reduced nanoITO, respectively, Figure S2.32,33
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The band gap transition at λ < 400 nm was also found to be blue-
shifted for reduced nanoITO with respect to oxidized films
consistent with conduction band filling known as the Burstein−
Moss effect.34

Oxidized and reduced nanoITO films were surface derivatized
with RuP2+ by soaking overnight in methanol solutions with
[RuP](Cl)2 = 0.5 mM. Figure S1 shows UV−vis absorbance
spectra of oxidized and reduced nanoITO−RuP2+

films recorded
in acetonitrile (MeCN) with 0.1 M LiClO4 electrolyte. Saturated
surface coverages of Γ = 3.1 and 2.7× 10−8 mol cm−2 for oxidized
and reduced nanoITO, respectively, were estimated from UV−
vis absorbance spectra. See Supporting Information for further
details.35

Derivatized nanoITO−RuP2+
films were used as the working

electrode in three-electrode spectroelectrochemical cells in order
to monitor spectral changes on the ps−ns time scale by transient
absorption measurements as a function of applied bias. A
constant external bias, Eapp, was applied to the nanoITO−RuP2+

electrode during the transient absorption experiment and varied
in 0.2 V increments from 1.0 to −0.8 V vs SCE. Ohmic losses
were small in the spectroelectrochemical cell, and the applied
bias was assumed to define the equilibrated Fermi level (EF)
throughout the nanoITO film. The applied potential range was
dictated by the reduction potentials for the metal-centered RuIII/
RuII, Eo′(−RuP3+/2+) = 1.30 V vs SCE, and ligand-based
RuII(4,4′-(PO3H2)2-bpy)

2+/RuII(4,4′-(PO3H2)2-bpy
•−)+),

Eo′(−RuP2+/+) = −1.53 V, couples to avoid background
electrochemical reactions. Steady-state UV−vis spectra recorded
before and after transient absorption measurements showed no
sign of irreversible decomposition of the surface-bound
chromophores.
Figure 1 illustrates representative transient absorbance

difference spectra at the indicated delay times following 420
nm pulsed laser excitation (0.7 mJ cm−2) of nanoITO(ox)−
RuP2+ at Eapp = 1.0 V. The features that appear in the transient
spectra were general to both oxidized and reduced nanoITO and
are consistent with loss of the characteristic, ground-state metal-
to-ligand charge transfer (MLCT) absorption features in the
visible due to formation of the excited state, −RuP2+*.
Appearance of the excited state was complete by 1 ps, followed
by electron injection, eq 1, which occurred from 1 ps to 1 ns.
Electron injection was monitored most directly by observing the
change in ΔAbs signal at 375 nm where an initial positive π →
π*(4,4′-(PO3H2)2-bpy

•−) absorption feature for the MLCT
excited state decayed over time to yield ground-state bleach
features representative of −RuP3+ and nanoITO(e−).28 Back
electron transfer between nanoITO(e−) and −RuP3+, eq 2, was
observed on the ns−μs time scale during which the transient
absorption features returned to the baseline with reformation of
nanoITO−RuP2+.
The time scale for electron injection was found to be highly

dependent on the applied external bias. Figure S3 shows single
wavelength ΔAbs traces at 375 nm as a function of Eapp from 1.0
to −0.8 V for nanoITO(ox)−RuP2+. As Eapp was decreased, the
time scale for ΔAbs375 nm decay increased from tens of
picoseconds to hundreds of picoseconds consistent with slower
electron injection. A potential dependence for injection is
expected as the driving force was varied with applied bias where
ΔGo′inj = −F(EF − Eo′(RuP3+/2+*)), with F Faraday’s constant,
EF (= Eapp) the Fermi level in the oxide and Eo′(RuP3+/2+*) =
−0.78 V vs SCE for the −RuIII(4,4′-(PO3H2)2-bpy)

3+/−
RuIII(4,4′-(PO3H2)2-bpy

•−)2+* couple. Based on the applied
potentials, ΔGo′inj was calculated to vary from −1.8 to 0 eV.

Beyond Eapp < −0.2 V the formation of −RuP3+ and
nanoITO(e−) was less evident in the transient spectra. At Eapp
= −0.8 V, the difference spectra were only characteristic of
excited-state decay, Figure 1 inset. The kinetics for −RuP2+*
decay under these conditions was found to be nearly first-order
on both oxidized and reduced nanoITOwith lifetimes of 380 and
290 ps, respectively. These values are notably decreased
compared to the characteristic excited-state lifetime of 840 ns
measured on the surface of the inert oxide ZrO2 inMeCN (0.1M
LiClO4) at room temperature, Figure S4. This observation points
to participation by one or more additional pathways for excited
state decay on nanoITO at Eapp <−0.2 V. The origin of this effect
is currently under investigation.
In the range Eapp = 1.0−0 V, back electron transfer was

monitored at 460 nm, Figure 2. At the most positive applied bias
of 1.0 V the ΔAbs signal decreased over the first 1000 ps due to
conversion from −RuP2+* to −RuP3+ by electron injection. As
shown in Figure 2, back electron transfer occurred on the ns−μs
time scale with an obvious increase in rate as the applied bias was
decreased from 1.0 to 0 V. Near Eapp = 0 V, the rate of back
electron transfer reached a bias-independent plateau. At more
negative applied potentials complications appeared from
incomplete electron injection and competing excited-state
decay, as described above and shown in Figure 2 for Eapp =
−0.6 and −0.8 V, thus limiting analysis of the data to Eapp > 0 V.
As is commonly observed at metal oxide interfaces, back

electron-transfer kinetics were complex and nonexponen-
tial.6,8,9,11 The data were analyzed as the characteristic time for

Figure 1. Transient absorbance difference spectra recorded at the
indicated delay times for nanoITO(ox)−RuP2+ electrodes in MeCN
(0.1 M LiClO4) at Eapp = 1.0 V vs SCE at room temperature. (inset)
Transient absorption difference spectra recorded at Eapp =−0.8 V for the
same sample.

Figure 2. Single wavelength transient absorbance traces recorded at 460
nm as a function of Eapp for nanoITO(ox)−RuP2+ in MeCN (0.1 M
LiClO4).
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1/2 of the ΔAbs signal to decay to zero (t1/2) or as the inverse
rate constant, kbet = k1/2 = 1/t1/2.

10,20 Figure 3 shows values of k1/2
for back electron transfer measured on oxidized and reduced
nanoITO plotted versus Eapp. These data illustrate that k1/2
increased as Eapp was varied from 1.0 to 0 V, reaching limiting
values of k1/2

max = 2.3 and 4.0 × 108 s−1 for oxidized and reduced
nanoITO, respectively. As calculated from ΔGo′bet =
−F(Eo′(RuP3+/2+) − EF) with Eo′(RuP3+/2+) = 1.30 V vs SCE
and EF = Eapp, the driving force for back electron transfer was
varied from −0.3 to −1.3 eV.
The driving force dependence of back electron transfer was

analyzed using Marcus−Gerischer theory, eq 3.16−19 Here, g(E)
is the distribution of electronic levels in nanoITO as a function of
energy, f(E,EF) is the Fermi function that describes the
occupancy of electronic levels at energy E, Hab(E) is the
electron-transfer coupling matrix element, and W(E) is the
Gaussian distribution of classical activation energies. From
Marcus theory in the classical, harmonic limit, W(E) is given by
eq 4 where λ is the total reorganization energy, intramolecular
(λi) plus solvent (λo), andΔG(E) is the driving force for electron
transfer at energy E.

∫π=
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The Marcus−Gerischer model differs from the standard
Marcus approach in that electron transfer from nanoITO to
−RuP3+ occurs over the range of energy levels below the Fermi
level (i.e., E > EF) with each occurring isoenergetically.17,19

Contributions from these levels are included in the overlap
integral in eq 3 with the integral dominated by energies where
both g(E) andW(E) are large. For metals, g(E) is nearly constant
over all E; however, for semiconductors, g(E) is only large within
the conduction and valence bands but is ∼0 within the band gap.
Degenerately doped semiconductors such as nanoITO “bridge
the gap” betweenmetals and semiconductors by providing a large
density of dopant levels within the band gap. Given the metallic
behavior of nanoITO,34,36 g(E) was assumed to be constant with
g(E)∼NVwhereN is the electron density and V is the volume of
occupied electronic levels. With this assumption, eqs 3 and 4
simplify to eqs 5 and 6 for k1/2 and k1/2

max, respectively. In these
equations Hab(E) is assumed to be constant, and the low

temperature limit is assumed for f(E, EF). Based on eq 5, the
driving force dependence of k1/2 is governed by the integrated
value of W(E) for the −RuP3+/2+ couple. This equation can be
solved directly by integrating from EF to ∞ to give eq 7 with
ΔGo′bet defined previously.
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Iterative fits of the data in Figure 3 to eq 7 with the k1/2
max

values cited above resulted in λ = 0.60 and 0.52 eV for oxidized
and reduced nanoITO, respectively, giving an average value of λ
= 0.56 ± 0.04 eV. This value for λ is close to values found for
[Ru(bpy)3]

3+/2+ self-exchange in aqueous solution with λ = 0.437

and 0.5738 eV having been reported and attributed mainly to
solvent reorganization (λo). Although not an overly sensitive
probe, this result suggests that the solvent environment around
the surface-bound −RuP3+/2+ couple is comparable to fluid
solution. This is in contrast to models for interfacial electron
transfer that predict partial desolvation and decreases in λo
compared to a fluid.18,19

A prediction of the Marcus−Gerischer model that follows
from eq 7 is that at−ΔGo′bet = λ, k1/2 = k1/2max/2 or kbet = kbetmax/
2. This is in contrast to a reaction between discrete molecules in
solution for which, k = kmax at−ΔGo′ = λ and is a consequence of
the contribution from multiple levels in the oxide below the
Fermi level. The inset in Figure 3 shows the ratio k1/2/k1/2

max

plotted against both Eapp and ΔGo′bet illustrating experimental
verification of this prediction. The line overlaying the data was
calculated from the ratio k1/2/k1/2

max and eq 7 with λ = 0.56 eV.
The condition, −ΔGo′bet = λ, with k1/2/k1/2

max = 0.5 is indicated
in the inset.
According to eq 6, the maximum rate constants for back

electron transfer should be proportional to both N and Hab. The
experimental ratio k1/2

max(red)/k1/2
max(ox) = 1.7 is nearly equal

to the ratio of electron densities, N(red)/N(ox) = 2.5, obtained
by analysis of the near-IR LSPR feature mentioned above
consistent with back electron transfer proportional to the
electron density of the oxide. In terms of Hab, it is notable that
experimental values for the maximum rate constants for back
electron transfer, k1/2

max = 2.3 and 4.0 × 108 s−1, are relatively
small and point to relatively weak electronic coupling to the
nanoITO surface.
The photoinduced electron-transfer behavior observed for the

nanoITO−RuP2+ electrodes is summarized in the Gerischer
diagram in Scheme 1. It assumes a constant g(E) for nanoITO
with electron occupancy defined in the low-temperature limit
such that filled levels exist at E > EF and unfilled levels at E < EF.
Although not explored in detail here, electron injection (kinj)
from the thermally equilibrated excited-state −RuP2+*, is
illustrated and depends on the overlap of unfilled levels in
nanoITO with the excited-state distribution functionWRu2+*(E),
defined by the reorganizational energy λ* (purple dashed
region).
As shown in the diagram and demonstrated here, back electron

transfer (kbet) depends on the overlap of filled levels in nanoITO

Figure 3. Back electron transfer rate constants reported as k1/2 for
ΔAbs460 nm decay as a function of Eapp and ΔG°′bet for nanoITO(ox)
(black circles) and nanoITO(red) (red triangles).
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with the ground-state distribution functionWRu3+(E), defined by
the reorganization energy λ (green dashed region). The special
condition, −ΔGo′bet = λ, is shown in the scheme at Eapp = EF =
0.74 V vs SCE where half of theWRu3+(E) Gaussian distribution
function is overlapped with filled levels in the oxide leading to kbet
= kbet

max/2, as discussed above.
The results reported here are important in demonstrating, for

the first time, the use of a derivatized nanoTCO film to explore
the role of driving force in interfacial, molecular electron-transfer
kinetics over a range of nearly 2 eV. The ability to use an applied
external bias to control driving force over a wide potential range
is in contrast to intrinsic semiconductor nanoparticle films of the
oxides TiO2, SnO2, and ZnO. For those oxides the range of
applied biases is limited to the conduction band edge and above.
The kinetic facility, optical transparency, and high density of
electrons in nanoITO enable kinetic parameters to be obtained
for single redox sites in contrast to solution measurements where
two redox sites are required. The driving force dependence on
the rate constant for back electron transfer was found to be
consistent with Marcus−Gerischer theory with an average
reorganization energy of λ = 0.56 ± 0.04 eV for the RuIII/II

couple, comparable to values obtained from solution measure-
ments for [Ru(bpy)3]

3+/2+ self-exchange. Finally, the exper-
imental protocols and analyses reported here are general, and we
anticipate that the procedures described will find broad usage in
characterizing interfacial electron-transfer reactions for a wide
range of surface-bound molecules.

■ ASSOCIATED CONTENT
*S Supporting Information
Experimental details and additional figures. This material is
available free of charge via the Internet at http://pubs.acs.org.

■ AUTHOR INFORMATION
Corresponding Author
tjmeyer@unc.edu
Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
This material is based upon work supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under award no. DE-FG02-06ER15788.

■ REFERENCES
(1) Ardo, S.; Meyer, G. J. Chem. Soc. Rev. 2009, 38, 115.

(2) Gratzel, M. Nature 2001, 414, 338.
(3) Hagfeldt, A.; Boschloo, G.; Sun, L.; Kloo, L.; Pettersson, H. Chem.
Rev. 2010, 110, 6595.
(4) Anderson, N. A.; Lian, T. Annu. Rev. Phys. Chem. 2005, 56, 491.
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